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A B S T R A C T   

Image processing techniques are becoming standard technology in many medical specialities, such as derma-
tology, where they are a key tool for the early detection and diagnosis of melanoma and other skin cancers and 
tumors. A previous paper by the authors presented at SOCO 2020 conference introduced a new method for image 
segmentation of skin images through functional networks. The method performs well but it relies on a semi- 
automatic approach involving a combination of manual and automatic operations. This paper aims at making 
image segmentation of macroscopic skin images a fully automatic process. To this purpose, the present work 
extends our previous paper with five new relevant contributions: (1) a filtering strategy for removal of noise, hair 
and other artifacts; (2) two morphological operators for image enhancement; (3) a clustering-based binary 
classifier to separate the skin tumor from the image background; (4) a smoothing and discretization process to 
obtain the border points; and (5) a curve reconstruction method from the border points with NURBS using a new 
type of functional network particularly tailored for this task. This new method is applied to two different 
benchmarks, comprised respectively of four and two macroscopic medical images of skin tumors. The visual and 
numerical results show that the method performs very well, yielding segmented images which are suitable for 
clinical practice. This method is a significant step towards the future development of a fully automatic approach 
for the whole medical image analysis pipeline of skin images, including diagnosis and classification.   

1. Introduction 

1.1. Motivation 

One of the most interesting and appealing applications of artificial 
intelligence (AI) in the fields of medicine and healthcare is the 
computer-assisted analysis of medical images. AI-powered systems can 
improve the efficiency of automated image analysis, thus providing 
valuable support to medical specialists (radiologists, neurologists, car-
diologists, neuroscientists, etc.) for the interpretation and diagnosis in 
non-invasive medical imaging procedures, such as computer tomogra-
phy (CT), magnetic resonance imaging (MRI), ultrasound images, 

positron emission tomography (PET), electro/magneto- 
encephalography (EEG/MEG), electrocardiography (ECG) and others. 
Image processing techniques are also widely used in many other medical 
specialities, such as oncology, surgery, internal medicine, nuclear 
medicine, and so on. 

Among them, dermatology is a medical field where images are 
pervasive and therefore, computer image analysis plays a fundamental 
role. Image processing techniques are commonly used nowadays for the 
analysis of a variety of skin images. They include either macroscopic 
images (obtained through 35 mm standard film cameras, digital cameras, 
smartphones, tablets and other devices equipped with image sensors) or 
microscopic images, obtained by dermoscopy (also called 
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epiluminescence microscopy) or other photomicrography techniques. 
Most of this research effort is focused on the early detection, diagnosis 
and treatment of different types of skin lesions and tumors, mainly skin 
cancer. The present work is also devoted to this problem. 

Skin cancer can be roughly classified into melanoma and non- 
melanoma skin cancer. In this paper, we will focus on the melanoma 
skin cancer (also called malignant melanoma or cutaneous melanoma), a 
type of cancer arising from cells called melanocytes that contain a brown 
pigment called melanin, which protects the deeper layers of the skin from 
some of the harmful effects of the sun and gives the skin its tan or brown 
color. The cancer starts when such cells begin to grow out of control, at 
the risk of spreading to nearby lymph nodes, internal organs and other 
parts of the body. Melanoma is less common than the other types of skin 
cancer, accounting for only about 1% of skin cancers, but it is the most 
dangerous one, as it is more likely to grow and spread to other parts of 
the body. In fact, melanoma causes a large majority of skin cancer 
deaths. For instance, the World Health Organization reported that in 
2015 more than 3.1 million people was affected by melanoma world-
wide, with about 60,000 deaths. And the number of patients and de-
ceases is increasing constantly every year. 

An important factor to reduce the mortality and morbidity of ma-
lignant melanoma patients is the early detection and diagnosis of the 
disease. It has been reported that the 5-year survival rate reaches a peak 
of 99% for stage 0, when the tumor is strictly confined to the upper 
layers of the epidermis, but decreases to values between 25% and 70% in 
stage 3 of the disease, and it is only between 7% and 20% for stage 4, 
when the malignant tumor has spread to distant lymph nodes or to or-
gans such as the lungs, liver or brain. 

The first step for early detection is visual inspection in order to 
identify different skin features (moles, blemishes, freckles, other marks 
on skin) and get noticed of new moles or changes in the existing ones 
[12]. This can be done by self-inspection but most commonly, it is car-
ried out by a specialist (generally, a dermatologist). Then, diagnostic 
procedures are applied to analyze the skin tumor and extract its most 
relevant features, which will be subsequently used for diagnosis pur-
poses. Classical diagnostic procedures include the popular ABCDE 
method (Asymmetry, Border irregular, Color Uneven, Diameter, 
Evolving), the Menzies scale, the 7-point checklist, and others [29]. The 
interested reader is referred to the comprehensive review in [31] for 
further information. However, all these procedures are time and effort 
demanding, because in most cases it is difficult to distinguish visually 
the melanoma from other skin tumors. Furthermore, they are also prone 
to errors, as they rely completely on human interpretation of images by 
the medical expert. As a result, they must be often complemented with 
different types of biopsy, a process that requires significant time and 
resources. Clearly, there is a need for the development of 
computer-aided systems to reduce the economic costs and the working 
burden on the human part for the detection and diagnosis of skin tumors, 
particularly at early stages. This is the main motivation of the present 
work. 

1.2. Manual vs. automatic procedures. Why is this important? 

The workflow for automated medical image processing consists of 
the phases of image acquisition, image pre-processing, image segmen-
tation, feature extraction and classification. In the past, all these steps 
were carried out in a rather manual way: the image was directly used for 
visual analysis by the dermatologist for diagnostic and therapeutic 
purposes. The current trend, however, is to apply computer-assisted 
image processing techniques to automate the different steps of the 
process, either fully (automatic diagnosis) or partially (semi-automatic 
diagnosis). 

In this work we focus on image segmentation, one of the key steps of 
the automated medical image processing workflow. Given one or several 
medical images of a skin lesion as the input, this step consists of iden-
tifying the lesion area for better identification of the skin tumor and its 

subsequent classification as either benign or malignant. The common 
approach to this task in medical practice is highly manual: the derma-
tologist selects a set of points of the image by clicking with the mouse on 
the computer screen or any alternative display device. This yields a set of 
points (called border points) assumed to lie on the boundary between the 
tumor and the background healthy skin. Traditionally, these border 
points are joined through straight segments, thus yielding a polyline 
connecting all border points and enclosing the Region of Interest (ROI) 
of the skin tumor. However, this polyline does not reflect the real 
boundary curve of the tumor; it is just a rough linear piecewise 
approximation of the boundary. As such, it cannot be used to analyze 
different indicators of melanoma, such as asymmetry, border irregu-
larity, or diameter, all of them features analyzed in the classical ABCDE 
method. Also, this manual procedure does not allow to compute other 
relevant data such as the perimeter or the area of the tumor, which are 
important to identify dynamic changes of the tumor shape or size, good 
indicators of potential melanoma. In conclusion, this manual approach 
is seriously limited in several respects, and automatic methods are 
needed to overcome such limitations. 

1.3. Previous work 

There are several papers in the literature describing methods for the 
analysis of medical skin images. The work in [42] applies color con-
version and a nonlinear sigmoid function and double thresholding to 
compute the boundary edges of the skin lesion. The work in [45] applies 
noise removal and a fuzzy classifier for detection of melanoma. 
Thresholding with fuzzy logic has also been applied in [44] to obtain the 
relevant region of interest of skin tumors. Clustering techniques and 
wavelets are applied respectively in [38,48] and in [11] for the same 
purpose. The method in [37] is based on graph theory to categorize the 
pigmented lesion. 

Several computer-assisted solutions for image segmentation have 
been described in the literature. They include thresholding methods [7, 
20], edge-based methods [1], clustering methods [40,47], level set 
methods [27], and active contours [26]. Other image segmentation 
methods include graph theory [43] and probabilistic modeling [8]. 

Artificial intelligence techniques are being increasingly used for the 
analysis of skin images during the last few decades. They include neural 
networks [34,36,39], support-vector machines [2], swarm intelligence 
methods [13,14,18], and hybrid methods [28]. In general, the border 
curve of the skin tumor is represented as piecewise linear functions or 
polynomial methods, such as cubic splines, Bézier curves or B-splines. 
However, it was recently shown that the performance of such methods 
can be improved by using more general functions [15]. A previous paper 
by the authors, presented at the SOCO 2020 conference [19], addressed 
the problem of image segmentation by replacing the polynomial basis 
functions by rational ones, leading to a significant reduction of the curve 
degree without penalizing the approximation accuracy. The counterpart 
is that the rational functions are more difficult than the polynomial ones. 
To tackle this issue, that paper applied functional networks, a powerful 
extension of the classical artificial neural networks (ANNs) where the 
scalar weights in ANNs are replaced by functions. The experimental 
results showed that this functional network approach outperformed the 
classical approaches for most of the instances of a given benchmark of 
medical images. 

1.4. Aims and main contributions of this work 

In spite of its encouraging results, the method presented in our 
previous conference paper in [19] is seriously limited in one respect 
(which is also common to all other alternative approaches): the pro-
cedure is still semi-automatic, in the sense that the input data (i.e., the 
border points) are selected manually by the dermatologist and given as 
input to the automatic approximation method. In other words, the 
generation of the curve from the data points is fully automatic, but the 
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generation of such data points is performed literally by hand. The present 
work is aimed at solving this issue. 

In particular, we extend our previous work in [19] by making the 
procedure fully automatic. Now, given a medical macroscopic image as 
an input, we compute automatically both the border points and the 
curve approximating the border points by following a rational scheme. 
This task is far from being trivial, however. To automate the whole 
process, some additional improvements on our previous method in [19] 
are required. On one hand, we apply filtering on the original medical 
image in order to remove noise and other undesirable artifacts (e.g., 
hair). Also, two morphological operators (dilation and erosion) are 
applied to make the relevant image features more visible, fill small 
holes, and remove very small islands, so that only substantive features 
remain. Then, a clustering-based binary classifier method is applied to 
separate the tumor region from the image background. The boundary 
between both regions is smoothed and then discretized so that a 
collection of border points is retrieved in a fully automatic way. Finally, 
curve reconstruction is applied to compute the boundary curve of the 
skin tumor. Similar to [19], functional networks are used for curve 
reconstruction. However, instead of using a rational Bézier curve, as in 
[19], now we consider a NURBS curve, which is more powerful and 
versatile. This means that a different type of functional network, called 
NURBS functional network, is considered. The final output of this pro-
cess is a NURBS curve enclosing the skin tumor and separating it from 
the healthy skin background. 

The main contributions of this paper are:  

• The previous semi-automatic approach for image segmentation in 
[19] is now replaced by a fully automatic approach, in which both the 
border points and the boundary curve separating the tumor region 
from the healthy skin background are computed automatically. This 
feature becomes particularly valuable in situations in which a human 
expert is not available (e.g., natural disasters, isolated areas), or 
when extra information is needed for a better diagnosis and more 
informed medical decision-making (e.g., remote medical diagnosis, 
inexperienced practitioner).  

• This fully automatic image segmentation requires some pre- 
processing of the original macroscopic images. Our approach in-
cludes a filtering step to remove noise and other undesirable artifacts 
(e.g., hair).  

• Two morphological operators (dilation and erosion) are applied to the 
filtered image for better visualization of the relevant image features. 

• A clustering-based binary classifier is included in the method to sepa-
rate the tumor region from the image background. The resulting 
boundary is smoother and discretized to obtain the border points.  

• Finally, the functional network used in [19] to perform curve 
reconstruction is now replaced by a (more powerful) NURBS func-
tional network. As a result, the boundary curve is approximated by a 
NURBS curve instead of a rational Bézier curve, leading to more 
flexibility (owing to the extra degrees of freedom given by the knots) 
with a lower polynomial degree. 

1.5. Structure of this paper 

So far, we have discussed the motivation of this paper, pointing out 
the importance of automatic procedures for image analysis of skin tu-
mors. We have also presented the relevant bibliography in the field, as 
well as the main contributions of this work. The rest of this paper is 
organized as follows: Section 2 describes the proposed method in detail. 
We start with a general overview of the method; then, every individual 
step is discussed in detail. The computational experiments and the ob-
tained results are reported in Section 3. The paper closes in Section 4 
with our conclusions and future work in the field. 

2. The proposed method 

As discussed above, the goal of this paper is to perform image seg-
mentation on medical skin images in a fully automatic way. This means 
obtaining both the border points and the approximating boundary curve 
without human intervention. The proposed method to address this issue 
is presented in this section. Firstly, a brief overview of the method is 
described. Then, the different steps of the method are discussed in detail. 

2.1. Overview of the method 

The input of the proposed method is a macroscopic medical image, ℐ . 
The method involves several steps, which are graphically summarized in 
Fig. 1. They are:  

1. Filtering is applied to the original medical image ℐ to remove noise 
and other undesirable artifacts (e.g., hair).  

2. Two morphological operators (dilation and erosion) are applied to 
make the relevant image features more visible and remove minor, 
irrelevant details.  

3. A clustering-based binary classifier method is applied to separate the 
tumor region from the image background.  

4. The boundary between both regions is smoothed and discretized to 
obtain a set of border points. 

5. A NURBS functional network is applied to perform curve recon-
struction of the border points through a NURBS curve. 

As a result of these steps, a segmented image 𝒮 from ℐ is obtained. Next 
paragraphs will discuss these steps in detail. 

2.2. Image filtering 

Image filtering is usually applied to skin images in order to remove 
noise in the images, as well as other undesired artifacts, such as air 
bubbles or hair [46]. Several types of filters are typically applied to this 
purpose [35]. They can be roughly classified into two groups: spatial 
filters and transform domain filters [23]. Methods in the former modify 
the intensity of each pixel of the image according to the values of the 

Fig. 1. Graphical pipeline of the proposed method.  
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pixels in the neighborhood of that pixel. Typical examples are the mean 
filters (arithmetic, geometric, harmonic), the adaptive filters and the 
order statistical filters. Transform domain filters are mostly based on 
wavelets. Two previous studies performed a comparative analysis of 
different filters applied to medical skin images [22,24]. Their results 
show that the performance of the different filters is strongly dependent 
on the type of noise, and hence, there is no a single choice for all medical 
images. Authors in [46] suggested to apply a median filter to medical 
images of melanoma very similar to those in this work. This is a 
reasonable choice, as it has been shown that the median filter provides a 
good trade-off between noise removal and edge preservation. Further-
more, median filtering outperforms Gaussian blur for efficient noise 
removal whilst preserving edges for small to moderate levels of Gaussian 
noise. Owing to these reasons, this is the approach we follow here. In 
particular, we consider a median filter, which replaces the value of each 
pixel with the median of its neighboring pixels for a window of 
(2r + 1) × (2r + 1) pixels. In this work, we take a value of r = 5, as it 
provides good results in all our experiments. However, we remark that it 
is still an open problem to determine which is the best filtering strategy 

Fig. 2. Illustrative example of application of median filtering for hair removal in a medical skin image: (top-left) original image, with some hair structures enclosed 
in red; (top-right) most hair structures are clearly visible after edge detection of its morphological binarization; (bottom-left) filtered image; (bottom-right) most hair 
structures are no longer detected by the edge detection method after filtering. 

Fig. 3. Histogram of the image in Fig. 5 (top-left) showing the bimodal struc-
ture with two peaks for its red, green and blue channel colors. (For interpre-
tation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 

Fig. 4. Functional network for a NURBS curve.  
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for macroscopic skin images. Clearly, this problem is out of the scope of 
this paper and will not be addressed here. 

Fig. 2 shows an illustrative example of the application of median 
filtering to hair removal in a macroscopic skin image. The original image 
(top-left) includes several hairs, such as those enclosed by the three 
rectangles in red. In Fig. 2 (top-right) we show the results of applying a 
classical edge detection method (in this particular example, the Canny 
method, based on the first-order directional Gaussian derivatives) on the 
morphological binarization of the original image. As the reader can see, 
the underlying structure of the hairs is still visible at some extent, 
meaning that the hairs could affect the image segmentation step. 
Repeating this edge detection method for the filtered image, shown in 
Fig. 2 (bottom-left), removes the underlying hair structures almost 
completely, see Fig. 2 (bottom-right). 

2.3. Morphological operators 

Two morphological operators, dilation and erosion, are applied on 
the filtered image in a rather standard way. The former is applied to 
make the relevant features of the image more visible and fill in tiny holes 
in the image due to noise, improper reflections or other visual artifacts. 
The latter is applied to remove small islands so that only substantive 
features remain. Together, they improve the visualization of the 

meaningful image features, while removing several meaningless fea-
tures that might remain after the filtering step. 

2.4. Binary classifier 

The automatic detection of border points requires a procedure to 
discriminate the pixels of the skin lesion from those of the background. 
In our approach, this task is achieved by using a clustering-based binary 
classifier. In particular, we consider the Otsu algorithm [30], a very 
popular method for automatic image thresholding [41]. The algorithm is 
based on the idea of classifying the pixels in terms of a threshold value T 
obtained by minimizing the intra-class intensity variance, defined as a 
weighted sum of variances of the two classes separated by the threshold 
T. Efficient methods for computing a suitable threshold value are 
described in the literature [25] and currently available in the most 
popular scientific computing systems. 

It is worthwhile to point out that the Otsu algorithm requires a 
bimodal distribution in the histogram of the image for good perfor-
mance. This requirement includes to have a deep and pronounced valley 
between the two peaks of the histogram [25], a condition that usually 
holds for images containing a clear object surrounded by a relatively 
uniform background. This situation is also common for many macro-
scopic skin lesion images. Still, we checked this condition for all images 

Fig. 5. Graphical results for Example 1: (top- 
left) original image; (top-right) binary mask of 
the ground truth; (middle-left) binary mask 
obtained with our method; (middle-right) su-
perposition of the original image and the mask 
obtained with our method; (bottom-left) border 
points and boundary curve (in yellow) enclos-
ing the skin tumor area, obtained with our 
method; (bottom-right) superposition of the 
border points and boundary curve of the ground 
truth (in blue) and with our method (in yellow), 
for easier comparison. (For interpretation of the 
references to color in this figure legend, the 
reader is referred to the web version of this 
article.)   
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considered in this work. An example is given in Fig. 3, where the his-
togram of a macroscopic melanoma image is shown for illustrative 
purposes. We remark that the Otsu algorithm was originally intended for 
gray-level images [30]. However, it can readily be extended to color 
images by decomposing the image into its different color channels. The 
image shows the histogram of the color image in Fig. 5 (top-left) in RGB 
scheme for its red, green and blue channel colors, where the bimodal 
structure of the histogram with two peaks and a deep valley between 
them is clearly visible for the three color channels. 

Another important consideration is that the performance of the Otsu 
algorithm is also strongly affected by the size of the object to be 
segmented, as the performance is degraded for too small sizes. The 
obvious solution for this problem is to consider a close up of the image to 
enlarge the size of the region of interest. Finally, the algorithm can also 
be affected by high levels of noise in the image. Since this step is applied 
onto the filtered image, not the original one, such a problem does not 
appear here. 

2.5. Smoothing and discretization 

The output of the previous step is a collection of pixels that belong to 
the skin lesion. However, the boundary between such pixels and the 
image background is strongly noisy and irregular. Therefore, smoothing 
is performed on this boundary curve through a combination of standard 
morphological operators (to remove small islands and fill in holes) and 
edge-preserving smoothing techniques. Different techniques can be used 
for this purpose, including median, bilateral and guided filters. In this 
work, we use a guided filter, as it has better computational complexity 
than other types of filters such as median or bilateral, and exhibits good 
performance in preserving sharp edges while simultaneously avoiding 
gradient reversal. The detailed analysis and comparison of different 
filters for smoothing is beyond the scope of this paper and will be part of 
our future work in the field. 

Once smoothing is achieved, we proceed with the discretization of 
the boundary between the skin lesion and the background. In this work, 

we consider an arc-length discretization, where the border points are 
selected under the equally spaced criterion when advancing on the 
boundary curve for a prescribed parameter h accounting for the distance 
between a given border point and its next neighborhood, where the 
distance is measured on the boundary of the region of interest. This 
parameter can be either manually selected by the practitioner or 
determined automatically when the number of border points is set a 
priori for the segmentation procedure. 

2.6. Curve reconstruction 

The result of the previous step is a collection of border points ob-
tained in a fully automatic way. Then, curve reconstruction must be 
applied to obtain a parametric model of the boundary curve. Classical 
fitting curves are interpolation polynomials (Lagrange, Newton) and 
cubic splines. However, interpolation is severely affected by noise and 
outliers and, hence, approximation techniques are more suitable for this 
problem. Classical approximation techniques for border reconstruction 
are the free-form parametric curves, primarily based on polynomial 
schemes such as the popular Bézier and B-spline curves [10,32]. Such 
schemes can be enhanced by considering extra real parameters called 
weights, which allow the user to modify the shape of the curve locally by 
simply changing the weight of one or several poles of the curve without 
actually moving the location of the poles. This makes it possible to 
reduce the degree of the curve without penalizing the approximation 
accuracy. The resulting parametric curve is a rational function instead of 
a polynomial one. 

This rational scheme is more powerful than the polynomial one, but 
also more difficult to deal with, because extra variables (the weights) are 
now to be computed. Furthermore, all free variables (data parameters, 
poles, and weights) are related to each other in a highly nonlinear way 
[9]. This leads to a difficult continuous multivariate nonlinear optimi-
zation problem that cannot be properly solved through traditional 
mathematical optimization techniques. Some previous papers addressed 
this problem through swarm intelligence techniques [15,16] which tend 

Fig. 6. Graphical results for Example 2: (top- 
left) original image; (top-middle) binary mask 
of the ground truth; (top-right) binary mask 
obtained with our method; (bottom-left) su-
perposition of the original image and the mask 
obtained with our method; (bottom-middle) 
border points and boundary curve (in yellow) 
enclosing the skin tumor area, obtained with 
our method; (bottom-right) superposition of the 
border points and boundary curve of the ground 
truth (in blue) and with our method (in yellow), 
for easier comparison. (For interpretation of the 
references to color in this figure legend, the 
reader is referred to the web version of this 
article.)   
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to be time-consuming and depend on several parameters that have to be 
properly tuned for good performance. A previous conference paper by 
the authors presented at SOCO 2020 [19] solves this problem through 
functional networks, a methodology introduced in [3] to extend the 
traditional artificial neural networks. The differential factor of func-
tional networks is that the scalar weights that are typical in ANNs are 
replaced by functions, leading to a new methodology that is more gen-
eral and more powerful than the ANNs. The counterpart is that the 
learning process in functional networks requires to solve a set of func-
tional equations [6], which is arguably more difficult than the set of 
equations derived from the neural networks learning process. 

The conference paper in [19] already discussed the main compo-
nents of a functional network along with the main differences between 
neural networks and functional networks, so these aspects are omitted 
here to avoid unnecessary duplication of material. Instead, in this paper 
we focus on the different architecture of the functional networks used in 
the previous conference paper and in this work. 

In the previous paper we considered rational Bézier curves, and 
introduced a functional network replicating their mathematical struc-
ture. In this work we perform data fitting of the border points through 
NURBS. This requires a new network architecture, shown in Fig. 4, to 
account for the new variables and basis functions, as explained in next 
paragraphs. 

2.6.1. B-spline basis functions 
Let 𝒰 = {u0, u1, u2,…, ur− 1, ur} be a nondecreasing sequence of real 

numbers called knots. 𝒰 is called the knot vector. The ith B-spline basis 

function φi,κ(τ) of order κ (or equivalently, degree κ − 1) is defined by the 
recurrence relation 

φi,1(τ) =
{

1 if ui ≤ τ < ui+1
0 otherwise (1)  

with i = 0, …, r − 1 and 

φi,κ(τ) =
τ − ui

ui+κ− 1 − ui
φi,κ− 1(τ) +

ui+κ − τ
ui+κ − ui+1

φi+1,κ− 1(τ) (2)  

for κ > 1. Note that ith B-spline basis function of order 1, φi,1(τ), is a 
piecewise constant function with value 1 on the semi-open interval [ui, 
ui+1), called the support of φi,1(τ), and zero elsewhere. This support can 
be either an interval or reduce to a point, as knots ui and ui+1 must not 
necessarily be different. If necessary, the convention 00 = 0 in Eq. (2) is 
applied. Any basis function of order κ > 1, Ni,κ(τ), is a linear combination 
of two consecutive functions of order κ − 1, where the coefficients are 
linear polynomials in τ, such that its order (and hence its degree) in-
creases by 1. Simultaneously, its support is the union of the (partially 
overlapping) supports of the former basis functions of order κ − 1 and, 
consequently, it usually enlarges. 

2.6.2. NURBS curve 
A NURBS curve of order κ is a rational parametric curve given by: 

Φ(τ) =
∑ν

i=0Ξiωiφi,κ(τ)
∑ν

i=0ωiφi,κ(τ)
(3) 

Fig. 7. Graphical results for Example 3: (top- 
left) original image; (top-right) binary mask of 
the ground truth; (middle-left) binary mask 
obtained with our method; (middle-right) su-
perposition of the original image and the mask 
obtained with our method; (bottom-left) border 
points and boundary curve (in yellow) enclos-
ing the skin tumor area, obtained with our 
method; (bottom-right) superposition of the 
border points and boundary curve of the ground 
truth (in blue) and with our method (in yellow), 
for easier comparison. (For interpretation of the 
references to color in this figure legend, the 
reader is referred to the web version of this 
article.)   
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where {Ξi}i are vector coefficients called poles, which determine the 
shape of the curve, φi,κ(τ) are the B-spline basis functions defined above 
and {ωi}i are weights associated with the poles {Ξi}i, i = 0, …, ν. 
Without loss of generality, the parameter τ can be assumed to take 
values on the interval [0, 1]. For a proper definition of a NURBS curve in 
Eq. (3), the following relationship must hold: r = κ + ν (see [32] for 
further details). 

2.6.3. The NURBS functional network 
The functional network in Fig. 4 is particularly tailored to replicate 

the mathematical structure of a NURBS curve, given by Eq. (3). The 
workflow of the network proceeds upwardly: taking as input a param-
eter value τ and an order κ, the functional network computes the values 
of the basis functions φi,κ(τ) at τ and then the terms ωiφi,i,κ(τ) and 
Ξiωiφi,κ(τ) (i = 0, …, ν). Summation on index i is applied to both ex-
pressions thus yielding the denominator and numerator of (3), respec-
tively. Then, the quotient operator is applied to obtain the final 
expression of the curve, Φ(τ). 

It is worthwhile to mention three interesting features of this func-
tional network:  

• The network includes two different types of × operators: a scalar 
(dot) product for the multiplication by the weights ωi and the 
component-wise (Hadamar) product for the multiplication by the 
poles Ξi.  

• The poles Ξi play a similar role to that of the weights in neural 
functions, in the sense that our functional network with ν-dimen-
sional vectors as weights might be understood as ν parallel functional 
networks with scalar weights given by the ν components of the poles.  

• We finally remark that the architecture of the lower layers of our 
functional network makes it well suited for (partial) bottom-up 
paralellization. For instance, the computation of the B-spline basis 
functions can be parallelized. The same applies for the scalar and 
Hadamard products in the next layers upwards of the network. 

2.6.4. Computing the border points with the NURBS functional network 
Given the sequence of μ border points, {ξj}j=1,…,μ, obtained in pre-

vious steps, the functional network in Fig. 4 is applied to reconstruct the 
border curve with NURBS. In this work, we consider a chord-length 
parameterization of the border points, given by: 

τ1 = 0; τμ = 1; τj = τj− 1 +
|ξj − ξj− 1|

∑μ
k=2|ξk − ξk− 1|

(j = 2,…, μ − 1) (4)  

while the knots are computed by the averaging method [32]. Then, we 
perform parametric learning of the functional network, a step that re-
quires to determine the scalar and vector weights of the network. To this 
aim, we perform least-squares minimization of the functional: 

Ψ =
∑μ

j=1

(
ξj − Φ(τj)

)2
=

∑μ

j=1

(

ξj −

∑ν
i=0Ξiωiφi,κ(τj)

∑ν
i=0ωiφi,κ(τj)

)2

(5)  

with parametric values {τj}, j = 1, …, μ obtained from Eq. (4). It is 
important to note that the scalar and the vector weights of the network 
are strongly related to each other in a complicated nonlinear way, so 
they cannot be computed independently (in other words, the set of 
variables of this optimization problem is not linearly separable), so 
classical mathematical optimization techniques fail to solve the prob-
lem. This is the main reason (albeit not the only one) why we apply 
functional networks in this work. 

The expression (5) yields a system of equations (called normal 
equations) that can be simplified to a linear system solved by either LU 
decomposition or by Singular Value Decomposition (SVD) (see [33] for 
details). In this work, we apply SVD as it provides the best numerical 
solution in the sense of least-squares for those cases in which no exact 
solution can be obtained. 

The final output of this step is the boundary curve separating the skin 
tumor area from the background healthy skin. This boundary curve is 
expressed mathematical as a smooth rational parametric function, in 
particular, a NURBS curve, which is the standard de facto in fields such 

Fig. 8. Graphical results for Example 4: (top- 
left) original image; (top-middle) binary mask 
of the ground truth; (top-right) binary mask 
obtained with our method; (bottom-left) su-
perposition of the original image and the mask 
obtained with our method; (bottom-middle) 
border points and boundary curve (in yellow) 
enclosing the skin tumor area, obtained with 
our method; (bottom-right) superposition of the 
border points and boundary curve of the ground 
truth (in blue) and with our method (in yellow), 
for easier comparison. (For interpretation of the 
references to color in this figure legend, the 
reader is referred to the web version of this 
article.)   
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as computer graphics, industrial and manufacturing engineering, 
computational biology, biomedical engineering, and many others. 

2.7. Implementation issues 

The computational work in this paper has been carried out on a 
3.7 GHz Intel Core i7 processor PC with 16 GB of RAM. The source code 
of the different steps of the method has been mainly implemented by the 

authors in Matlab, version 2018b running on Windows 10 OS. In our 
opinion, Matlab is a very suitable tool for this work, as it includes several 
libraries and functions for the different tasks involved in this method, 
including excellent visualization tools and optimized code for image 
processing. Furthermore, it is possible to generate C++ code from native 
code in Matlab for standalone applications using a powerful set of 
compilers and other additional tools. Solving the functional equations 
for the functional network requires a different approach: in this work, 

Fig. 9. Graphical results for Example 5: (top- 
left) original image; (top-right) binary mask of 
the ground truth; (middle-left) binary mask 
obtained with our method; (middle-right) su-
perposition of the original image and the mask 
obtained with our method; (bottom-left) border 
points and boundary curve (in yellow) enclos-
ing the skin tumor area, obtained with our 
method; (bottom-right) superposition of the 
border points and boundary curve of the ground 
truth (in blue) and with our method (in yellow), 
for easier comparison. (For interpretation of the 
references to color in this figure legend, the 
reader is referred to the web version of this 
article.)   
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we rely on a set of libraries for functional equations developed in 
Mathematica years ago [4,5] using functional programming. Finally, 
some routines from the Matlab toolbox for computer graphics and 
different geometry developed by some of the authors and described in 
[17] have been applied to optimize the computation of both the B-spline 
basis functions and the knot vectors, and for border points 
parameterization. 

3. Computational experiments and results 

The proposed method has been applied to several examples of 
medical images of skin tumors. In this paper, we consider two different 
benchmarks, comprised of four and two macroscopic medical images of 
skin tumors obtained from public repositories of medical images freely 
available for research purposes [21]. The first benchmark consists of the 
four macroscopic medical images shown in our previous conference 
paper, labelled now as Example 1 to Example 4. The corresponding 
graphical results for these four examples are displayed in Figs. 5 to 8 , 
respectively. The second benchmark corresponds to two extra macro-
scopic medical images not used in our previous conference paper and 
obtained from the digital image archive of the Department of Derma-
tology of the University Medical Center of Groningen (The Netherlands). 
They are labelled as Examples 5 and 6, and graphically displayed in 
Figs. 9 and 10 , respectively. 

For each figure of every example, six images are shown: firstly, the 
original medical image is shown in the top-left image. Then, the binary 

mask corresponding to the ground truth is displayed. Application of the 
steps of our method described in Sections 2.2–2.4 yields a new binary 
mask, separating the skin lesion from the background. The binary mask 
is then smoothed as described in Section 2.5, leading to the smooth bi-
nary mask shown as the third image of each figure. A superposition of 
the original image and the mask obtained with our method is shown as 
the fourth image for better visualization purposes. Applying the arc- 
length discretization step briefly described in Section 2.5 yields a set 
of border points, depicted as small yellow circles in the fifth image of 
each figure. Then, the NURBS functional network is applied to recon-
struct the boundary curve from these border points. The output is the 
NURBS curve shown as a solid yellow line in the same image. Finally, a 
superposition of the border points and the boundary curve of the ground 
truth (in blue) and obtained with our method (in yellow) is shown in last 
image of each figure for easier visual comparison of the ground truth and 
our results. 

A simple visual observation of the images in the paper shows that the 
method performs very well: all intermediate and final outputs (the bi-
nary mask, the border points, and the final boundary curve) match the 
corresponding skin tumor area with good visual accuracy. Also, the vi-
sual comparison of our results and the ground truth for both the binary 
masks and the border points and boundary curves show that our results 
are very close to the ground truth in all examples in the benchmark. We 
have shown these results to three proficient dermatologists, who gave us 
a very positive feedback after a visual assessment of the images shown in 
the paper. They mentioned that the results are appealing, albeit not 

Fig. 10. Graphical results for Example 6: (top- 
left) original image; (top-middle) binary mask 
of the ground truth; (top-right) binary mask 
obtained with our method; (bottom-left) su-
perposition of the original image and the mask 
obtained with our method; (bottom-middle) 
border points and boundary curve (in yellow) 
enclosing the skin tumor area, obtained with 
our method; (bottom-right) superposition of the 
border points and boundary curve of the ground 
truth (in blue) and with our method (in yellow), 
for easier comparison. (For interpretation of the 
references to color in this figure legend, the 
reader is referred to the web version of this 
article.)   

Table 1 
Numerical results of the proposed method for the six examples (in rows) in this paper: (in columns, from left to right): number of example, number of border points, 
RMSE of the curve reconstruction process, perimeter of the boundary curve, its absolute error and relative error (in percentage), and area enclosed by the boundary 
curve, its absolute error and relative error (in percentage).  

Ex. μ RMSE Perimeter (proposed method) Area (proposed method)    

Value Abs. error Rel. error Value Abs. error Rel. error 

1 154 5.76E− 3 24.218 0.218 0.89% 36.121 1.191 3.19% 
2 162 3.18E− 2 21.071 0.264 1.26% 29.477 1.258 4.45% 
3 143 2.77E− 2 29.827 1.229 3.95% 61.131 1.657 2.63% 
4 116 1.03E− 2 25.434 0.801 3.05% 45.364 2.328 4.88% 
5 149 4.24E− 3 29.085 0.386 1.32% 57.469 1.107 1.92% 
6 70 8.76E− 3 25.540 0.443 1.74% 49.837 0.638 1.28%  
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really extraordinary in terms of accuracy. However, it must be remarked 
here that all these images have been obtained in a fully automatic way, i. 
e., without human intervention in any of the steps of the method. This 
feature impressed them, as they expected the procedure to include some 
kind of human supervision during the process in order to modify some 
parameters, and introduce some modifications on the fly, as it is 
commonly done with current technology. Also, in their opinion, the 
results are good enough to be used for clinical practice. 

This visual observation is also confirmed numerically through 
different metrics. The first one concerns the accuracy of the fitting error 
for the curve reconstruction process from the border points. This is 
computed by the least-squares error in Eq. (5). However, this functional 
does not take into account the number of border points and thus, the 
error increases with the number of data. To fix this, we consider the root- 

mean square error (RMSE) given by: RMSE =
̅̅̅
Ψ
μ

√
, where μ denotes the 

number of border points. For additional metrics, we have asked this 
group of three dermatologists to apply the standard procedure in clinical 
practice to our examples independently. After obtaining the three in-
dependent results, we asked them to reach a consensus decision to 
determine the ground truth in order to obtain a reference value for our 
results for comparative purposes. To this aim, we computed the perim-
eter of the boundary curve obtained with the proposed method as well as 
the area of the region enclosed by the curve. Then, we compare such 
values with those of the ground truth to compute the absolute and the 
relative error. It is important to remark here that, similar to the con-
ference paper, the six figures are not equally scaled; some of them have 
been resized for better visualization. This means that the sizes, perim-
eters and areas of each example cannot be compared with each other, 
only with the corresponding ground truth. 

Table 1 reports the numerical results of this comparison. For each 
example in the benchmark (arranged in rows), the table shows the 
following data (in columns): number of the example, number of border 
points obtained with the proposed method, RMSE of the curve recon-
struction process, perimeter of the boundary curve obtained with the 
proposed method, its absolute error and relative error (in percentage), 
and area enclosed by the boundary curve, its absolute error and relative 
error (in percentage). 

Some interesting observations can be remarked from the results in 
the table:  

• The RMSE for the six examples is of order of 10− 2–10− 3, depending 
on the particular example. This small value is a good indicator that 
the method performs well, being able to reconstruct the boundary 
curve with very good accuracy.  

• In general, the proposed method yields boundary curves with slightly 
shorter length and smaller area than the ground truth. This can be 
explained by the fact that the boundary curves in standard clinical 
practice are comprised of linear segments connected together at the 
border points (i.e., a polyline), while generally the actual boundary 
curve is not a piecewise linear function. On the contrary, our method 
uses a NURBS curve, which can be chosen to be smooth. In addition, 
NURBS curves are widely used for data fitting owing to their ability 
to replicate the underlying shape of data, which means passing very 
near to the data points.  

• The only exception to the previous remark is given by Example 2, 
where the situation is the opposite. We speculate that this behavior 
can be attributed to the particular pattern of color at the boundary of 
the skin tumor of this image, which exhibits several levels of in-
tensity for the brown color. In such situation, the filtering strategy 
applied in this paper might not reveal a clear boundary, leading to a 
sub-optimal threshold value for the binary classifier step described in 
Section 2.4. Fixing this problem would probably require an addi-
tional step for contrast enhancement, which is out of the scope of this 
paper and will be part of our future work in the field.  

• The relative error values of our method vary from 0.89% to 3.95% 
for the perimeter of the curves, and from 1.28% to 4.88% for the 
enclosed areas, well within what is considered acceptable for clinical 
practice. These small percentage values validate the good perfor-
mance of the method for image segmentation. 

In this work, we do not include any comparative analysis with other 
methods for medical image segmentation described in the literature. The 
fact that our method is fully automatic makes it hard to carry out a fair 
comparison with alternative methods, which typically follow a semi- 
automatic approach. In our opinion, it is not fair to compare different 
methods based solely on their performance; human intervention is also 
an important factor in the process. When professional practitioners try to 
improve the image quality, they use their own experience and a deep 
knowledge of the technology at their disposal in order to select the most 
suitable technique with proper setting values for optimal performance. 
This performance is often based on the visual quality they perceive from 
the images, which can even vary depending on the visual acuity of the 
practitioner. This shows that human intervention is a complex process 
involving previous experiences, cognitive factors, psycho-physiological 
factors, ambient factors, and many others. It is not realistic to expect 
that this complex process can be fully done automatically to the same 
level of detail. 

4. Conclusions and future work 

This work extends a previous paper by the authors presented at 
SOCO 2020 conference that introduced an image segmentation method 
for medical skin images through functional networks. Although the 
method performed well, it followed a semi-automatic approach 
involving manual and automatic operations. In particular, the border 
points were selected manually by a dermatologist, while the curve 
reconstruction from such border points was carried out automatically. 
The present work extends this methodology significantly in order to 
make image segmentation a fully automatic process. To this aim, the 
proposed method includes five new relevant features: (1) a filtering 
strategy for removal of noise, hair and other artifacts; (2) two 
morphological operators for image enhancement; (3) a clustering-based 
binary classifier to separate the skin tumor from the image background; 
(4) a smoothing and discretization process to obtain the border points; 
and (5) a curve reconstruction method from the border points using 
NURBS curves. This last feature requires a new type of functional 
network (called NURBS functional network), especially designed for this 
task. This new method is applied to a benchmark of four macroscopic 
skin images already used in the previous conference paper, and another 
benchmark of two macroscopic images obtained from a public medical 
repository of skin tumors and not included in our conference paper. Our 
visual and numerical results show that the method performs very well. 
The method yields segmented images which, when presented to expe-
rienced dermatologists, were assessed of reasonable quality and well 
suited for clinical practice. Furthermore, the numerical results shows 
RMSE of order 10− 2–10− 3 for the boundary curve reconstruction from 
the border points, along with relative errors less than 5% for the pe-
rimeters and enclosed areas of the boundary curves with respect to the 
ground truth. 

Of course, the methodology introduced in this work also comes with 
some limitations and can be further extended in several different ways. 
On one hand, the method is restricted exclusively to image segmenta-
tion, one of the steps of the whole medical image analysis pipeline. Other 
steps and tasks, such as image enhancement, image restoration, or 
feature extraction, are still to be addressed in order to obtain a fully 
automatic procedure for medical diagnosis and classification of the skin 
tumors. Also, in this paper we do not address the subproblem of selecting 
the best filtering strategy for optimal performance. This will be part of 
our future work in the field. Another future topic of research will be to 
improve the binary classifier used here. Different ideas can be used in 
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this regard, such as logistic regression, support vector machines, deci-
sion trees, perceptron neural network, naive Bayes, or random forest. On 
the other hand, the method is restricted to macroscopic images. We plan 
to extend this methodology to the case of microscopic images, where 
some additional steps (e.g., contrast enhancement, black frame removal) 
are required along with the modification of the current ones for better 
performance. The application of all those new techniques for the auto-
matic diagnosis of skin tumors as benign or malignant and the identi-
fication of the particular type of skin tumor for each image are also part 
of our future goals in the field. 
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