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Abstract—Smart agriculture is a modern paradigm that in-
corporates modern technologies ranging from cloud computing,
big data, Internet of Things, or data mining, among others.
The final objective of smart agriculture is to assist the classical
farming process in automating some essential steps, and making
agriculture more sustainable. In agriculture, different time-series
data allow the application of apply machine learning methods
in order to solve different problems. Currently, most of the
techniques were developed for classification or prediction tasks.
On the contrary, this paper sheds light on the potential of
numerical association rule mining for time series data. In line
with this, a novel method for mining time series numerical
association rules is proposed on time-series data collected by
monitoring parameters detected during a growth of plants.
Experiments reveal that time series numerical association rule
mining could be a suitable method for mining time-series data
in agriculture and related areas.

Index Terms—association rule mining, numerical association
rule mining, optimization, smart agriculture

I. INTRODUCTION

Global warming, floods, drastic climate changes, heatwaves,
and soil contamination are just a few examples of environmen-
tal challenges [17], [20], [26], that have changed agriculture
in the last decades. They have launched the question about
how to effectively produce a sustainable amount of food [3],
[4]. Moreover, the food prices are highly rising on a global
scale. Consequently, more food is producing on the one hand,
while healthy food is nowadays the big goal of many farmers
around the world, on the other.

Fortunately, farmers are nowadays not only interested in a
conventional way of farming, but they are also searching for
modern solutions allowing them: to automatize some key steps
in their farming process, to have a big crop following to the
principles of ecological agriculture, and to help them follow
the guidelines of sustainable farming. The sustainable farming
is also the strategic goal in the policies of different countries
worldwide. In addition, consumer electronics and modern
Information Technology (IT) are now becoming affordable
almost to the everyone. Nowadays, buying a small computer
in the credit-card size called Raspberry-Pi costs less than 20
Eur, while different sensors for agriculture, enabling it to act in
the real environment, can even be cheaper. These sensors play

vital role in the agriculture technological revolution, because
of enabling farmers to monitor actual parameters arisen during
the plant growth in a cheap way. Obviously, the parameters can
be digitalized, saved into databases and later analyzed using
sophisticated methods.

Machine Learning (ML) methods [14], [19] present the
one of the most significant analyzing tools, nowadays. These
methods can be used for solving the classification, regression
or prediction tasks, among others. Moreover, Association Rule
Mining (ARM) is an advanced ML method [1] intended
to discover dependencies between attributes in a transaction
database. An extension to the ARM is Numerical Association
Rule Mining (NARM), which mitigates several drawbacks of
canonical ARM [10]. In NARM, we can deal with numerical
and categorical data concurrently, while numerical data needs
to be discretized in bare ARM. This can result in incorporating
the noise in data and mined association rules that can have
more considerable discrepancies and may not show an accurate
picture.

Continuous monitoring of plant health or plant parameters
is crucial in ecological agriculture [8], [13]. With the con-
tinuous monitoring of plant, we can obtain invaluable data
that have been observed at different points in time. This leads
us to a domain of time series analyzing that looks for the
answers on mathematical and statistical questions posed by
time correlations [22]. As a possible solution, the Time Series
Numerical Association Rule Mining (TS-NARM) algorithm
is proposed, able to extract the hidden knowledge in time
series data and potentially adapt the agriculture process by
the new insights. Thus, we are interested in model the relation
between features, like the ambient temperature, soil moisture
and plant, in order to obtain association rules that reflect the
main relations between them.

To the knowledge of authors, TS-NARM has not been
applied regularly to the ML applications in smart agriculture.
There exist several use cases of bare ARM, but we were unable
to find any specific TS-NARM use cases in this domain. This
paper tries to contribute to smart agriculture with the innovate
use of NARM to extract hidden knowledge from different fea-
tures that were monitored by growing process of a single tree.
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We show that TS-NARM algorithms can find some hidden
relationships between attributes and thus contribute to better
understanding of different parameters involved in the plant
growth. With this knowledge the process can be improved or
adapted to the new level. More detailed contributions of this
paper are as follows:

• a proposal of experimental framework, i.e., hardware and
software solution for monitoring a plant and capturing
parameters,

• a new numerical association rule for time series mining,
• an evaluation of captured parameters,
• an explanation of obtained results.

The structure of the remainder of the paper is as follows: In
Section II, background information needed for understanding
the paper are discussed. Section III reveals a development of
the TS-NARM. The goal of Section IV is to apply the proof
of concept in order to validate it. Section V concludes the
paper by summarizing of the performed work and outlining
the directions for the future.

II. BACKGROUND

This section is devoted to discuss the background infor-
mation to complete the paper. In line with this, it is divided
into three subsections: (1) basics of the ARM, (2) introductory
concepts about TS-NARM, and (3) review of the existing
ARM use-cases in smart agriculture.

A. Association Rule Mining

The ARM problem can be defined as follows: Let us
suppose a set of objects O = {o1, . . . , on} and a transaction
set D, where each transaction T is a subset of objects, i.e.
T ⊆ O. Then, an association rule can be defined as an
implication:

X ⇒ Y, (1)

where X ⊂ O, Y ⊂ O, in X ∩ Y = ∅. The following
two measures are defined for evaluating the quality of the
association rule [1]:

conf (X ⇒ Y ) =
n(X ∪ Y )

n(X)
, (2)

supp(X ⇒ Y ) =
n(X ∪ Y )

N
, (3)

where conf (X ⇒ Y ) ≥ Cmin denotes confidence and
supp(X ⇒ Y ) ≥ Smin support for the association rule
X ⇒ Y . Thus, N in Equation (3) represents the number of
transactions database D, and n is the number of repetitions of
a particular rule X ⇒ Y within D. Here, Cmin denotes the
minimum confidence and Smin the minimum support. This
means that only those association rules with confidence and
support higher than Cmin and Smin are taken into considera-
tion, respectively.

B. Time Series Association Rule Mining

Time Series Association Rule Mining (TS-ARM) is a new
paradigm, which treats a transaction database as a time series
data. In line with this, the formal definition of the ARM
problem needs to be slightly redefined. In our study, the
transaction database is defined as a set D = {d1, . . . , dn},
where elements di for i = 1, . . . , n represent a sequence of
transaction observed in some time interval t = (t0, t1). Thus,
each transaction consists of a set of objects O = {o1, . . . , om}.
Then, the association rule is defined as an implication:

X(t)⇒ Y (t), (4)

where X(t) ⊂ O, Y (t) ⊂ O, and X(t) ∩ Y (t) = ∅. The
measures of support and confidence are redefined as follows:

conf T (X(t))⇒ Y (t)) =
n(X(t) ∪ Y (t))

n(X(t))
, (5)

supp T (X(t))⇒ Y (t)) =
n(X(t) ∪ Y (t))

N(t)
, (6)

where conf T (X(t)⇒ Y (t)) ≥ Cmax and supp T (X(t)⇒
Y (t)) ≥ Smax denotes the confidence and support of the asso-
ciation rule X(t)⇒ Y (t) within the time interval t = (t0, t1).

Let us notice that a transaction database is divided into more
slices using the time intervals. However, these slices can be
treated either absolutely or relatively. In the first case, the
time interval is uniquely selected on the timeline, while in
the second, the timeline is divided into periods that repeat at
every time interval per period simultaneously (e.g., day, week,
year).

C. ARM use cases in smart agriculture

Data Mining is a vital part of discovering new knowl-
edge/insights from data. Data mining can be found in almost
all areas, and agriculture is not an exception. Probably one
of the first demonstrations of using ARM in the domain of
agriculture was presented in [5] where the authors showed the
potential of the WEKA software tool on an agricultural dataset.
On the other hand, the work [24] depicts the framework of
the pest management system using data mining techniques,
where association rule mining is a part of this framework.
The framework provided historical data, current and recom-
mended pest and pesticide information, and simulated pest
models up to the farm level. Interestingly, the authors in [21]
propose a conceptual framework to investigate how farmers’
dynamic agricultural activities under different socio-economic
conditions affect the water-energy-food (WEF) systems. A
proposed model consisting of an Association Rule Mining
(ARM) and Agent-Based Model (ABM) has been employed
to inspect farmers’ activities. In a slightly different way,
authors in [18] used the association rule mining to analyze
the knowledge about sweet potato (Ipomoea batatas L.) in
Slovenia. Association rule mining of agricultural machinery
maintenance was used for data analysis of the potential relation
to prevent failure and promote working effect [12].



Finally, it is worth mentioning that several review papers
also outlined the role of association rule mining in agricul-
ture [16], [25].

III. DEVELOPMENT OF THE PROPOSED METHOD

The proposed method consists of the following four phases:
• data collection,
• data preprocessing,
• data processing using TS-ARM,
• data explanation.

In the remainder of the paper, these phases are discussed in
detail.

A. Data collection

Data collection is devoted to aggregate data achieved from
different agriculture sensors. In general, six different sensors
are typically applied as follows: pH, GPS, temperature, asset,
moisture, and accelerometer sensors. These sensors can be
attached to an acquiring system either wired or wireless. The
format of data, they transmit to the system in predefined time
intervals, is simple, i.e., the specific value of measured feature
as a floating-point values.

Mathematically, data collection phase can be described as
follows: Let us assume n-sensors for agriculture are devoted
for ambient condition monitoring. Data from these sensors are
acquired on the acquiring system into a tuple:

TU = 〈sense1, . . . , sensen, t〉, (7)

where sensei for i = 1, . . . , n are the floating-point values
denoting the ambient condition of i-th sensors and t represents
a timestamp.

B. Data preprocessing

Data preprocessing is usually one of the most critical steps
in the whole data science process. Data preprocessing can be
defined as a set of methods that enhance the overall quality of
the raw data and try to enrich it [9]. Well-defined and well-
prepared data has a huge influence on the overall accuracy
of results produced by data science pipelines. Essentially, two
tasks are required in time series data preprocessing phase:

• time frame creation,
• feature extraction.

The first preprocessing task enables grouping the data in time
frames, while the second is devoted to data enrichment.

1) Time frame creation: The main goal of this task is to
group corresponding time series data in a specified time frame.
In this phase, a specific number of tuples TU are aggregated
into the so-called time frame TF , in other words:

TF = 〈SE 1, . . . ,SEn, tN 〉, (8)

where each element of TFi for i = 1, . . . , n is expressed as:

SEi =
1

N − 1

tN∑
t=t0

sense
(t)
i , (9)

and t0 and tN−1 denote a start and end of the observed time
interval.

Indeed, the measured floating-point values obtained from
specific sensor that measures the particular ambient condi-
tion are averaged during the predefined time intervals and
aggregated into time frames. However, the aim of this frame
construction is also to avoid noise in data transmitting from
the sensors and thus, to increase the robustness of the proposed
method.

2) Feature extraction: The time frames TF consist of raw
parameters representing a base from which separate features
can be defined. The features are building blocks from which
each transaction database D consist. The transaction database
enters into an ML pipeline.

Due to the lack of features, the NARM methods are not
capable to produce any specific insights. In order to break this
gap, we must enrich data from initial dataset using additional
features that show a better outlook on collected data. Finally,
a set of features (objects) O is defined with elements oi
for i = 1, . . . , n representing features. Each transaction T
in transaction database denotes the appropriate time frame
obtained during the last phase.

C. TS-ARM algorithm

The TS-ARM algorithm is defined as an evolutionary algo-
rithm [6], [7] and each individual is represented as a vector:

x = {x1, . . . , xn, t}, (10)

where the elements are represented as quadruples xi =
〈πi, Lbi, Ubi, Thi〉 for i = 1, . . . , n, and is a pair t = 〈t0, t1〉.
The meaning of quadruple elements is the following: πi
denotes a position in the permutation of features, Lbi the
lower and Ubi the upper bound of the numeric interval, while
the Thi the threshold determining the control point of the
corresponding association rule.

The fitness function is calculated according to the following
equation:

f(x
(t)
i ) =

α · supp(X ⇒ Y ) + β · conf (X ⇒ Y )

α+ β
, (11)

where α, and β, denote weights, supp(X ⇒ Y ) and
conf (X ⇒ Y ) represent the support and confidence of
the observed association rule. In practice, any variants of
stochastic population-based nature-inspired algorithm could be
used in role of TS-ARM algorithm.

IV. PROOF-OF-CONCEPT

The goal of our experimental work was to prove that the
proposed method is the proper solution for using in agriculture
practice. In line with this, all four phases of the proposed
method are tested, while the obtained results are illustrated in
details.

For the proof of concept, we set up our hardware in the soil
of an Aloe Vera plant for ten days (Fig. 1). Fig. 1.a presents a
Nectarine plant, while Fig 1.b presents two Aloe Vera plants in
a pot. Nectarine plant is located outside of the building, while



(a) Nectarine plant (Outside) (b) Aloe Vera plants inside

Fig. 1. Test scenarios.

Aloe Vera plant is located inside during the Winter season in
Europe1

Note that sensors captured ambient condition data every 5
seconds and stored it in a data class model. Every 6 minutes,
data were dumped into a JSON file. During the test scenario,
the Aloe Vera plant was watered two times.

An elementary hardware environment consisted of the fol-
lowing hardware components, in our study (Fig. 2):

• Raspberry Pi Model B,
• Adafruit STEMMA soil sensor,
• STEMMA QT/Qwiic JST SH 4-pin Cable with Female

Sockets, and
• solar power bank for monitoring the plant outside.

The Raspberry Pi Model B computer plays a role of acquiring
system, to which a soil sensor is connected.

Fig. 2. Hardware solution

The Adafruit STEMMA soil sensor is capable to measure
moisture as well as temperature and it is the primary sensor

1Aloe Vera plants will also be moved outside in the beginning of May in
central Europe.

component for data collection. The STEMMA QT/Qwiic JST
SH 4-pin Cable enables connecting the sensors to Raspberry
Pi, while the solar power bank is powering our system.

The data collected by the acquiring system are represented
just using three parameters:

• an ambient temperature,
• a moisture,
• a timestamp.

The program, which ran on the Raspberry PI device, was
written in Python and captured measurements every 5 seconds.
Data were stored in a JSON format, allowing faster data pre-
processing. Experiments were run on an HP Z240 workstations
computer with the following setup: Linux Mint 19.1 Tessa OS,
16 GB of physical memory, Intel Xeon E3-1245 processor.

In the data preprocessing phase, we first merged measure-
ments in 6-minute frames, to reduce any potential noise in the
data. After this step, a transaction database was created using
the feature extraction as presented in Table I. The transaction
database served as an input to the association rule mining
process. ARM steps were implemented in Python using the
NiaPy library [27].

The following five population-based nature-inspired al-
gorithms were added in comparison in processing phase:
DE [23], PSO [15], FA [28], jDE [2], GA [11]. Implementa-
tions of all the mentioned algorithms were taken from NiaPy
library [27]. The default parameters as specified in NiaPy
examples were used, while the number of function evaluations
for all algorithms was set to 10000 function evaluations. All
algorithms, in comparison, ran ten independent runs.

The results of experiments are collected in Table II, where
average support and average confidence metrics are presented
along with the average antecedents/consequents that appeared
in the rules. Additionally, an average number of transactions
selected as a part of the transactions database with the average
number of association rules are also presented. As can we see
from the table, the DE algorithm discovered the most rules
among all algorithms. Rules discovered by the DE algorithm
also had the highest confidence average. The average support
of the DE algorithm was very close to the highest support



TABLE I: Extracted features and their description.

Feature Attribute domain Short description
AVG-TEMPERATURE NUMERIC Average temperature of data in specific time frame
MAX-TEMPERATURE NUMERIC Max temperature of data in specific time frame
MIN-TEMPERATURE NUMERIC Min temperature of data in specific time frame
AVG-MOISTURE NUMERIC Average moisture of data in specific time frame
MAX-MOISTURE NUMERIC Max moisture of data in specific time frame
MIN-MOISTURE NUMERIC Min moisture of data in specific time frame
DIFF-TEMPERATURE NUMERIC Temperature difference between first and last time point in time frame
DIFF-MOISTURE NUMERIC Moisture difference between first and last time point in time frame

Measure/Algorithm Avg. support Avg. Confidence Avg. antecedent Avg. consequent Number of transactions Avg. number of rules
DE 0.61 0.79 1.57 1.71 822 4837
jDE 0.5 0.69 1.39 1.78 932 2797
PSO 0.65 0.67 1.05 1.5 653 1965
GA 0.16 0.47 1.88 1.84 674 2128
FA 0.2 0.49 1.69 2.03 828 2080

TABLE II: Results of experiments

average obtained by the PSO algorithm. Contrary to the DE
algorithm, the PSO algorithm discovered approx 60% less
of the rules. It may indicate that the DE algorithm is much
more exploratory than PSO when solving the association rule
mining problem. The other evolutionary methods tested obtain
worse results.

A. Discussion

In our preliminary work, we did not pay any special
attention to the accuracy and sensitivity of accompanying
sensors we used for our experiments. Our primary goal was to
build a very cheap solution which can capture “reliable” data.
We observed some discrepancies in consecutive measurements
when using these sensors. However, these discrepancies, which
can also be denoted as anomalies, may easily be filtered
out from the dataset in the future. On the other hand, the
whole dataset produced solely on actual measurements proved
very versatile for applying a novel association rule mining
method that was also a part of this study. The main bottleneck
appeared when interpreting the obtained rules since we deal
with a massive number of rules where some of them are not
contributing to the final understanding of new insights from
data. We leave an open window for future research for this
task, where we need to develop a new visualization method.

V. CONCLUSIONS

The goal of this paper was twofold. Firstly, we wanted to
study how different ARM approaches to assist smart agri-
culture and if any specific approaches are based on NARM.
Secondly, we wanted to set up a straightforward hardware
environment for measuring soil parameters using cheap sen-
sors utilized on Raspberry PI devices. We also wanted to
develop a novel NARM method that can operate with time-
series data along with this hardware environment. A new
algorithm called TS-NARM has been developed and evaluated
on our dataset created on the data produced by soil and
temperature sensors. Initial experiments suggest that there
is a possibility of tailoring the basic NARM algorithm for
dealing with time series data and widening the application to

agriculture and other areas. Therefore, there is considerable
room for improvement in the future also from the algorithmic
perspective, e.g., how to mine rules where each day is an
entity.
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